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Digital Tools:  
Safeguarding National Security, 
Cybersecurity, and AI Bias
Gaudys L. Sanclemente 

Abstract: This article explores the critical challenge of  biases in artificial intelligence 
(AI) and its potential implications for national security. It discusses types of  biases in 
AI systems, their consequences on national security and outlines potential mitigation 
strategies. The paper examines case studies, regulatory measures, and the evolving 
landscape of  AI’s role in shaping national security, emphasizing the need for ethical 
and responsible use.
Keywords: national security; artificial intelligence; bias; digital tools; emerging 
technologies.
 
Ferramentas digitais: salvaguardando a segurança nacional, 
a cibersegurança e o tendenciosismo na IA
Resumo: Este artigo explora o desafio crítico representado pelo tendenciosismo na 
inteligência artificial (AI) e as suas potenciais implicações para a segurança nacio-
nal. Discute tipos de vieses nos sistemas de IA, suas consequências para a segurança 
nacional e potenciais estratégias de mitigação. O artigo examina estudos de caso, 
medidas regulatórias e o cenário em evolução do papel da IA na formação da segu-
rança nacional, enfatizando a necessidade de um uso ético e responsável.
Palavras-chave: segurança nacional; inteligência artificial; viés; ferramentas digi-
tais; tecnologias emergentes.
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In the contemporary world, safeguarding national security is a paramount concern 
for governments worldwide, with emerging technologies assuming an ever more 
significant function in the defense strategies of  nations. One of  the most exciting 

and potentially transformative of  these technologies is artificial intelligence (AI). 
Literature defined it as: the exploration of  entities that gather information from 
their surroundings and execute actions (Russell & Norvig 2016); the automation of  
activities associated with human thinking (Bellman 1978); machines that execute 
tasks that necessitate human intelligence when carried out by individuals (Kurzweil 
1990); the study of  mental faculties through computational model use (Charniak & 
McDermott 1985); computations enabling the capability to observe, rationalize, and 
respond (Winston 1992); and intelligence behavior such as perception and reasoning 
in artifacts (Nilsson 1998).

In 1984, a scholar predicted that computer scientists and experts in AI 
would eventually create hardware and programs comparable to human brains 
and minds (Searle 1984). AI’s significance stems from its ability to simulate human 
intelligence processes through computer systems (Russell & Norvig 2016), handling 
and extracting information from large datasets and big data to produce new data 
handling (Kitchin 2014). As AI technology advances rapidly, scholars’ forecasts 
are increasingly coming to fruition, yet the utilization of  AI can introduce biases 
that affect both effectiveness and fairness. 

UNDERSTANDING BIAS IN AI
AI bias pertains to consistent mistakes or imprecisions in the choices made by 

AI algorithms, which unjustly promote or prejudice specific individuals or groups. 
These biases might arise intentionally or inadvertently, stemming from a range of  
causes. Biases arise from flawed algorithm design, training data skew, or system 
architecture, leading to unintended discriminatory decisions (Barocas, Hardt & 
Narayanan 2023). Thus, it is the unfair treatment of  certain groups or individuals 
resulting from an AI algorithm’s design or training data. 

Bias signifies slanted information concerning computer systems that 
systematically and unfairly discriminate in favor of  certain individuals or groups, 
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while disadvantaging others (Friedman & Nissenbaum 1996). Biases encompass a 
wide spectrum ranging from inherent cognitive tendencies to societal influences. They 
can shape individuals’ perceptions, interactions, and decisions. Numerous biases are 
present in various contexts and domains 
(Sanclemente 2021; Fleischmann et al. 
2014), and their influence can extend 
across different phases of  development. 
They can be introduced into every stage 
of  the deployment of  systems, from the 
intention that governs the algorithm’s 
development, the code creation, 
executable code, and in the context of  
maintenance and execution (Défenseur 
des droits and Commission Nationale 
Informatique & Libertés 2020; Barocas 
& Selbst 2016). Similarly, in machine 
learning, bias can manifest during 
the construction of  an application, 
encompassing data collection, 
processing, and inputting information 
into a machine-learning model. 

The following paragraph offers a 
simplified and high-level depiction of  
an AI workflow’s data collection and 
design process. Figure 1 illustrates the 
sequential stages in an AI workflow. 
While typically commencing with 
selecting a model, wherein the most 
suitable algorithm is chosen, it is worth noting that, in some instances, the process 
might initiate with data collection, which can subsequently influence the model’s 
development. This step is succeeded by collecting relevant data, followed by data 
preparation involving cleaning and formatting the data for analysis. Subsequently, 
attention turns to model training and improvement enhancing the algorithm’s 
performance and may be repeated. As the workflow progresses, the deployment of  
the model entails its integration into practical applications. The cycle continues with 
improvements or ongoing enhancements which can also repeat and highlight the 
iterative nature of  ongoing AI enhancement.

Biases arise from flawed 
algorithm design, training 
data skew, or system 
architecture, leading to 
unintended discriminatory 
decisions. Thus, it is the 
unfair treatment of  certain 
groups or individuals resulting 
from an AI algorithm’s 
design or training data. 
Bias signifies slanted 
information concerning 
computer systems that 
systematically and unfairly 
discriminate in favor of  
certain individuals or groups, 
while disadvantaging others.
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Figure 1. Sequential Phases of AI Workflow: From Model Selection to Continuous Improvement. Created by Gaudys L. Sanclemente.

It is important to highlight that bias can potentially manifest at multiple 
stages throughout this process. Factors such as data collection methods, algorithm 
design, and the context of  application can all contribute to bias in AI systems. 
Vigilance and comprehensive evaluations are critical to addressing and mitigating 
these biases effectively.

Likewise, the definition of  bias differs across various academic fields of  
study, from computer science and engineering to law, psychology, philosophy, and 
biology, typically involving aspects of  uneven treatment, disparate impact, and 
unfair representation. From a philosophical perspective, social scientists examine 
this issue through a theoretical framework that is either already in existence or can 
be anticipated. On the contrary, data scientists and programmers label AI biases as 
glitches, classifying the problem as a technical issue akin to security, which requires 
rectification (Belenguer 2022). Data bias can manifest in various ways, potentially 
resulting in discrimination (Belenguer 2022). Thus, there can exist several forms 
of  biases. For instance, sampling bias occurs when the data set used to train an 
AI algorithm does not represent the population, leading to inaccurate or unfair 
decisions (Sun, Nasraoui & Shafto 2020). Another bias includes confirmation bias, 
which occurs when an AI algorithm is programmed to confirm preexisting beliefs or 
assumptions rather than providing an objective and accurate analysis (Fleischmann 
et al. 2014; Evans 2007).
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Similarly, implicit bias occurs when an AI algorithm incorporates societal 
biases, such as racial or gender biases, into its decision-making processes (Levendovski 
2018; Barocas & Selbst 2016). Datasets containing implicit bias during the training 
phase can lead to unbalanced data that drive incorrect identifications of  false 
positives or false negatives. Consequently, other forms of  bias that can emerge in 
the design of  computer systems are preexisting biases rooted in social institutions or 
individuals with significant input into the system design. Likewise, technical biases 
may emerge due to constraints within computer technology’s software and hardware 
and challenges within the technical design (Friedman & Nissenbaum 1996). These 
technical biases underscore the need for comprehensive and ethical technological 
development practices. 

Moreover, algorithmic bias might surface while selecting the appropriate 
algorithm for crafting the training model stemming from a problem within 
the algorithm that performs the calculations powering the machine learning 
computations. AI models might exhibit algorithmic bias due to the biases in the data 
they were trained on (Hoadley & Sayler 2020). One category of  machine learning 
algorithms is the process of  information filtering, which results in algorithmic bias and 
inclines individuals to predominantly encounter information that aligns with their 
existing beliefs (MIT Technology Review Insights 2022; Peralta et al. 2021). Other 
classifications include the neural network algorithm, which consists of  interconnected 
units, as well as linear regression, support vector machines, decision trees, or random 
forests (Russell & Norvig 2016). While not an exhaustive compilation, these are a few 
examples of  the most widely used machine learning algorithms.

AI biases within the realm of  national security can engender discriminatory 
practices, violate human rights, adversely impact communities, and undermine the 
effectiveness of  national security efforts. AI’s application in national security spans a 
wide range of  tasks, including threat detection, border control, addressing national 
security threats, and conducting intelligence analysis (Dorton, Harper & Neville 
2022; Schmidt 2022; Gibert, Mateu, and Planes 2020). Nevertheless, as reliance on 
emerging technologies like quantum computing and AI is poised to intensify within 
the cyberspace domain, the implementation of  AI may inadvertently introduce 
biases that compromise fairness and accuracy (Cavelty & Wenger 2020; Caliskan, 
Bryson & Narayanan 2017). An erroneous algorithm choice can culminate in biased 
predictions. Embracing a “one size fits all” methodology is less than ideal, given the 
distinct applications inherent in each algorithm; a tailored selection is imperative to 
suit specific contexts. Nevertheless, effectively navigating these diverse algorithms and 
biases culminates in the realization of  a more justifiable application. Therefore, these 
biases can influence any developmental stage of  the machine learning application.
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NAVIGATING THE IMPACT OF BIASED AI ON NATIONAL SECURITY 
National security strategy involves assessing the strategic landscape, skillfully 

using expertise and tools for better decision-making, and continually refining the 
strategic blueprint through iterative re-evaluation. AI technology presents both 
opportunities and challenges for policymakers, fundamentally impacting the scope 
of  military force development and deployment (U.S. White House Office 2022). 
Ultimately, the influence of  AI on 
national security strategy underscores 
the need for insightful and adaptive 
decision-making in an increasingly 
complex landscape.

Nevertheless, the impact of  
biased AI on national security can have 
serious consequences, including limiting 
the effectiveness of  security measures, 
impinging on individual rights, and 
perpetuating discrimination. On the 
one hand, AI equips decision makers 
with the means to thwart artificially 
generated, nonsensical interpretations 
(Kahneman 2011). Conversely, AI 
algorithms imbued with bias can 
engender erroneous or unjust decisions, 
thereby introducing flaws into the 
fabric of  national security endeavors. 
To illustrate, prejudiced algorithms 
deployed in border control settings 
might erroneously apprehend or expel innocent individuals, or worse, facilitate 
the unchecked entry of  potentially hazardous persons into a country’s borders 
(Laupman, Schippers & Papaléo Gagliardi 2022). These digital borders rely on 
machine learning, automated algorithmic decision-making systems, and predictive 
data analytics (UN General Assembly 2020). Similarly, while AI can be judiciously 
employed to adopt a preemptive stance against terrorism, the presence of  bias in 
counterterrorism algorithms could also yield unfounded allegations and wrongful 
convictions, posing risks to diplomatic relationships and eroding public confidence 
(McKendrick 2019; Osoba & Welser IV 2017). Consequently, the influence of  biased 
AI significantly contributes to lopsided outcomes that stand in stark contrast to the 
bedrock principles of  justice and equitability.

The impact of  biased AI 
on national security can 
have serious consequences, 
including limiting the 
effectiveness of  security 
measures, impinging on 
individual rights, and 
perpetuating discrimination. 
(...) AI algorithms imbued 
with bias can engender 
erroneous or unjust decisions, 
thereby introducing flaws 
into the fabric of  national 
security endeavors.
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Furthermore, biased AI infringes individual rights, leading to privacy violations 
and discriminatory practices (Chouldechova 2017). For instance, facial recognition 
technology used in surveillance could result in the encroachment upon individuals’ 
privacy, while biased predictive policing algorithms may unfairly target communities, 
eroding their due process rights (Ludwig & Mullainathan 2021; Ensign et al. 
2018; Lum & Isaac 2016). Research has demonstrated biases in facial recognition 
technology against specific groups, such as people of  color or women (Palmer 2023; 
Gentzel 2021; Levendovski 2018). Furthermore, biased AI perpetuates societal 
discrimination, potentially exacerbating pre-existing social and political tensions 
(Barocas, Hardt & Narayanan 2023; Hoadley & Sayler 2020). Hence, when facial 
recognition technology misidentifies individuals based on their race or ethnicity, it 
may undermine trust not just in law enforcement but also in the technology itself.

Additionally, an AI algorithm biased against certain activities or behaviors 
might overlook potential threats or generate false positives, carrying significant 
risks. Biases in AI can erode trust in national security institutions and diminish 
public support. Errors arising from biased algorithms can compromise security 
effectiveness by overlooking threats or mistakenly targeting innocent individuals 
(Raji & Buolamwini 2019; McKendrick 2019). In a rapidly evolving landscape, 
proactive measures to address these biases sustain the integrity and effectiveness of  
national security strategies. As we navigate this complex landscape, the imperative 
arises to guide AI solutions that enhance security and uphold the values upon which 
societies stand. Therefore, ensuring that AI employed for national security lacks bias 
and undergoes ethical development and implementation becomes imperative. 

CASE STUDIES OF RESPONSIBLE AI: STRATEGIES AND PRINCIPLES 
IN MITIGATING AI RISKS

Emerging technologies, especially AI, have garnered attention due to their 
transformative potential in reshaping defense strategies (Hoadley & Sayler 2020). 
As demonstrated by the United States’ ongoing efforts to enhance capabilities in 
cyber, artificial intelligence, and quantum systems (U.S. White House Office 2022), 
the integration of  AI continues to be a significant factor in shaping this strategy. In 
the United States, in 2020, the Central Intelligence Agency had undertaken nearly 
140 projects to utilize AI for tasks like image recognition and predictive analytics 
(Hoadley & Sayler 2020; Tucker 2017). By 2023, the U.S. government had invested 
in research and development to mitigate AI-associated risks. The government 
prioritized investment in the next generation of  responsible AI by reaffirming eight 
strategies, focusing on perception, representation, learning, and reasoning (U.S. White 



144   ·   CEBRI-Revista

Sanclemente 

House Office 2023). Other strategies include developing human-AI collaboration, 
approaches to mitigating ethical AI risks, guaranteeing the safety and security of  
AI systems, cultivating communal public datasets for AI training and testing, and 
prioritizing international collaboration in AI research and development to tackle 
global challenges such as in healthcare and manufacturing (U.S. White House Office 
2023; U.S. Department of  Defense 2020). In particular, the Department of  Defense 
(DoD) adopted five principles for the ethical development of  AI—responsible, 
equitable, traceable, reliable, and governable (U.S. Department of  Defense 2020).

By 2023, the DoD also introduced the foundations of  defense AI systems, 
including the five strategic initiatives and the establishment of  a generative AI task 
force towards responsible, strategic, and trusted AI development (U.S. Department 
of  Defense 2023a; U.S. Department of  Defense 2023b). Furthermore, the nation 
undertook initiatives to establish a structure for ensuring accountability, fairness, 
privacy, and the mitigation of  bias concerning the ethical utilization of  AI (U.S. 
White House Office 2023). Therefore, emphasizing the design phase becomes 
crucial for implementing safety precautions.

In 2019, the United States introduced the Algorithmic Accountability Act 
to enhance transparency and accountability in AI utilization, empowering the 
Federal Trade Commission to prompt companies to address potential biases in 
computer algorithms (Congress.gov 2022). While the bill encountered difficulties 
in passing during the 117th Congress, there’s an optimistic outlook as it holds the 
potential for reintroduction and reconsideration in both the House and Senate 
chambers during the 118th Congress.

These legislative developments are part of  a larger tapestry of  progress 
the government is weaving to advance responsible AI. Notably, the Government 
Accountability Office crafted an accountability framework for AI within federal 
agencies and other entities (U.S. Government Accountability Office 2021). 
Likewise, several federal agencies have undertaken various other initiatives to ensure 
the responsible development and deployment of  AI across sectors (U.S. Equal 
Employment Opportunity Commission 2021; U.S. Food and Drug Administration 
2021; U.S. Department of  Defense 2020). These actions encompass collaborations 
with industries, international partners, academia, and other agency departments, 
collectively working towards the advancement of  responsible AI research and 
development. Therefore, the collective efforts highlight the unwavering commitment 
of  the government to nurturing responsible AI practices.

Concurrently, other countries have proactively tackled automated systems 
and adopted measures to guarantee the ethical utilization of  AI in matters of  
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national security. The European Union pioneered the General Data Protection 
Regulation (GDPR) to safeguard citizens’ privacy rights and to establish a 
framework ensuring the conscientious and open handling of  their personal data 
(European Union 2016). Correspondingly, the report from the European Union 
Agency for Fundamental Rights emphasizes the critical significance of  upholding 
high-quality data and refined algorithms in the realm of  AI and machine learning 
systems (European Union Agency for Fundamental Rights 2019). As these 
initiatives underscore, responsible AI employment remains paramount in the ever-
evolving landscape of  technology and security.

Likewise, in 2018, the Government of  Canada introduced its guiding 
principles for the conscientious utilization of  AI (Government of  Canada 2019). 
Canada’s strategy for embracing responsible AI closely resonates with its dedication 
to upholding human rights, inclusivity, safety, transparency, and accountability 
(Government of  Canada 2018). These principles delineate a comprehensive 
framework meticulously crafted to lay down an ethical and responsible bedrock for 
the integration of  AI across governmental domains, encompassing even national 
security functions.

More specifically, the principles encompass the government’s commitment to 
a multifaceted approach that ensures the ethical use of  AI. This involves evaluating 
the impact of  AI utilization, developing and sharing approaches, promoting 
transparency in AI applications, providing meaningful explanations regarding AI 
decision-making processes, embracing openness through the sharing of  source 
code and training data, and offering AI design training for government employees 
(Government of  Canada 2018). In this manner, Canada’s comprehensive approach to 
responsible AI underscores its dedication to a future where technology is intertwined 
with accountability and ethical considerations.

The government of  Canada mitigates issues such as lack of  explainability, 
bias, and automated decisions in conventional decision-making laws such as the 
Canadian Charter of  Rights and Freedoms (Canadian Charter of  Rights and 
Freedoms 1982). Likewise, the country’s Treasury Board Directive on Automated 
Decision-Making policy requires federal institutions to ensure the responsible use of  
automated decision systems and AI (Treasury Board of  Canada Secretariat 2019). 
Thus, safety and security are paramount, highlighting the necessity to safeguard 
both individuals and collective interests. 

Likewise, accountability forms the cornerstone, holding government 
agencies and institutions responsible for AI applications’ ethical and just outcomes. 
The guiding principles outlined in Canada’s framework emphasize the values 
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that underpin AI implementation within governmental operations and services. 
In Canada, governmental bodies and private enterprises have acknowledged the 
necessity for standardized frameworks that guide the creation and implementation 
of  AI (Martin-Bariteau & Scassa 2021). Therefore, they underscore the imperative 
of  inclusiveness, ensuring that AI technologies serve a diverse array of  citizens 
without bias.

The principles resonate as a blueprint for fostering ethical AI integration across 
various governmental functions, including national security. This comprehensive 
approach aligns AI deployment with respect for human rights, inclusiveness, safety, 
transparency, and accountability, setting a precedent for AI’s responsible and ethical 
utilization within government contexts (Government of  Canada 2018). Thus, 
by adhering to these principles, the government of  Canada acknowledges the 
importance of  aligning AI technologies with ethical considerations, which fosters 
responsible AI use and ensures just national security efforts.

CHALLENGES OF MITIGATING BIAS IN AI
The regulation of  AI and mitigating bias presents intricate challenges for 

nation-states as governance traverses a wide array of  legal domains and jurisdictions 
that span diverse sectors, including human rights and health (Martin-Bariteau & 
Scassa 2021). One significant hurdle is the detection of  biases embedded within 
AI algorithms. Biases, often concealed within data or algorithms, can be elusive 
due to their unintentional nature. Unearthing these biases requires a comprehensive 
grasp of  the data and algorithms in use to identify potential disparities. Thus, a 
thorough evaluation is crucial to ascertain whether responsible use of  AI guidelines 
comprehensively tackles the intricate and potentially perilous ramifications of  AI 
integration within this domain. 

Subsequently, the process of  addressing these biases once identified presents 
another challenge. Rectifying biases may necessitate substantial adjustments to 
algorithms, posing implementation challenges without jeopardizing the accuracy of  
the AI system. Moreover, the effort to remedy biases may demand access to more 
inclusive and diverse data, which is often arduous. Developing training data that 
genuinely represents all demographic groups can be intricate. Ethical considerations 
are paramount in mitigating biases in AI. Addressing biases might entail a trade-off, 
potentially sacrificing accuracy and impacting national security. Striking a balance 
between bias mitigation and accuracy maintenance is crucial.  

Challenges inherent in addressing AI bias encompass the subtleties of  bias 
identification and the intricate process of  bias rectification (Hardt, Price & Srebo 
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2016; Rastogi, Agrawal & Ajai 2015). 
Detecting bias demands a deep 
understanding of  data and algorithmic 
interplay (Dressel & Farid 2018). Thus, 
rectifying such biases requires access to 
comprehensive and diverse data and 
substantial algorithmic adjustments, a 
challenging amalgamation to execute.

The utilization of  biased data to 
educate AI algorithms holds the potential 
to raise concerns pertaining to privacy, 
human rights implications, and aspects 
related to the protection of  consumer 
interests—each of  these concerns 
falls under the jurisdiction of  distinct 
legislative agencies (Martin-Bariteau 
& Scassa 2021). Thus, while principles 
establish a bedrock for fostering the 
responsible implementation of  AI in 
national security, in this multifaceted 
landscape, a holistic approach to AI 
governance is imperative for upholding 
ethics and accountability.

SOLUTIONS TO MITIGATING BIAS IN AI FOR NATIONAL SECURITY
Developing more robust regulatory frameworks to accommodate the evolution 

of  the technology system includes the emergence of  new AI data models, increased 
transparency, and fostering greater collaboration while preserving national security. 
For instance, one potential solution to mitigate bias in AI for national security 
purposes is to use diverse data sets (Caliskan, Bryson & Narayanan 2017; Raji & 
Buolamwini 2019). Mitigating sampling bias and ensuring that the algorithm makes 
decisions based on accurate and unbiased information require using diverse and 
representative data sets to train AI algorithms. Administrating a varied training data 
set ensures that information equitably represents all groups of  individuals.

Likewise, increasing algorithmic transparency and accountability measures is 
a crucial solution. Requiring government agencies to publicly disclose their use of  
AI algorithms and the data sources used to train them contributes to establishing 

Biases, often concealed 
within data or algorithms, 
can be elusive due to their 
unintentional nature. 
Unearthing these biases 
requires a comprehensive grasp 
of  the data and algorithms 
in use to identify potential 
disparities. Thus, a thorough 
evaluation is crucial to 
ascertain whether responsible 
use of  AI guidelines 
comprehensively tackles the 
intricate and potentially 
perilous ramifications 
of  AI integration 
within this domain.
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reliance and assurance in AI implementation, guaranteeing that these technologies 
are employed in manners aligned with the public welfare. Algorithmic transparency 
facilitates bias detection and rectification (Kossow, Windwehr & Jenkins 2021; 
Dressel & Farid 2018; Lepri et al. 2017). Increasing transparency in decision-making 
algorithms helps identify and address biases in the system design or the data sets 
used to train the algorithm. Thus, this transparency can foster public trust in the 
decision-making process and lead to more effective bias correction.

Nevertheless, to balance transparency and security in a potentially zero-sum 
scenario, it is important to reveal enough to address jurisdictional security issues 
while withholding certain AI algorithm actions for national security reasons. This 
precaution is necessary to protect against potential counterintelligence adversaries. 
By adopting a preemptive strategy toward the ethical utilization of  AI in national 
security, we can secure the application of  these technologies in a manner that serves 
the greater good of  society, all while mitigating the risk of  adverse outcomes or 
unintended repercussions. 

Moreover, fostering increased collaboration between government agencies and 
the private sector could become imperative to ensure that AI technologies align with 
paramount practices and ethical directives. By incorporating these supplementary 
measures, we can strengthen the assurance that AI technologies adhere to national 
principles and human rights standards, concurrently optimizing the advantages 
these innovations bring to the increase of  national security.

In addition, creating independent regulatory oversight bodies and 
redress mechanisms for those adversely affected by its use can provide clear 
guidelines for using AI in national security and penalties for non-compliance. 
Comprehensive regulation is essential to manage AI’s evolving landscape (Boden 
et al. 2017). Thus, establishing an independent regulatory agency for AI ensures 
that these technologies adhere to nation-state values and human rights in their 
usage. Oversight mechanisms and redress avenues can ensure compliance and 
accountability, bolstering ethical AI use in national security (Caplan et al. 2018). 
Therefore, human oversight can identify and mitigate biases the algorithm might 
miss and consider ethical considerations comprehensively. 

Developmental diversity presents another solution to AI bias. Promoting 
diversity within the development and testing teams can yield a favorable outcome 
by decreasing or preempting bias. Diverse teams, composed of  ethicists, data 
scientists, and regulatory experts, can collaboratively address bias (Holstein et al. 
2019). Likewise, a diverse group can include machine learning engineers, subject 
matter experts, human factor specialists, diversity and inclusion professionals, 
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lawyers, social scientists, linguists, and privacy and security experts. Thus, 
collaboration between diverse disciplines can address potential biases in AI and 
safeguard countries’ national security. 

Another potential solution is to reprogram existing AI tools by conducting 
an algorithmic adjustment that corrects for bias by re-weighting certain data 
points, retraining data to remove 
biases, or adjusting the thresholds for 
certain decision-making criteria (Sun, 
Nasraoui, and Shafto 2020; Dressel 
& Farid 2018; Hardt, Price & Srebo 
2016; Kamishima et al. 2012) or 
incorporating counterfactual examples 
into the training data (Guidotti 2022; 
Thiagarajan et al. 2022; Wachter, 
Mittelstadt & Floridi 2017). Diversely, 
transfer learning involves repurposing a 
pre-trained AI model for a new task or 
domain, effectively mitigating biases in a 
different context (Hosna et al. 2022; Pan 
& Yang 2010). While re-programming 
existing AI tools can demand significant 
time and adjustments to the algorithm 
and the data sets used for training 
(Larkin et al. 2016), a proactive approach 
can ensure that national security efforts 
remain effective, ethical, and inclusive.

It is essential to acknowledge that no one-size-fits-all solution exists to mitigate 
bias in AI for national security purposes. Incorporating varied data sources enhances 
algorithmic fairness and leads to a more representative model (Barocas, Hardt & 
Narayanan 2023). The specific approach adopted depends on the algorithm’s nature 
and context. However, a proactive approach to identifying and addressing AI bias 
contributes to practical, ethical, and inclusive national security efforts.

CONCLUSION
The future of  AI in national security is vast and holds many opportunities, 

as it enhances decision-making efficiency and threat anticipation while raising 
concerns about cyber vulnerabilities (Laupman, Schippers & Papaléo Gagliardi 

It is essential to acknowledge 
that no one-size-fits-all 
solution exists to mitigate bias 
in AI for national security 
purposes. Incorporating 
varied data sources enhances 
algorithmic fairness and 
leads to a more representative 
model. (...) However, 
a proactive approach to 
identifying and addressing AI 
bias contributes to practical, 
ethical, and inclusive 
national security efforts.



150   ·   CEBRI-Revista

Sanclemente 

2022; U.S. Government Accountability Office 2022). Navigating AI’s evolving 
role in national security will be crucial for harnessing its benefits while ensuring 
adherence to ethical standards.

AI holds the potential to revolutionize national security operations, facilitating 
rapid decision-making and mitigating the risk of  human error. Recognizing the 
potential influence of  biases on decisions and outcomes and effectively managing these 
biases to achieve impartial and equitable 
results remain crucial. Moreover, AI’s 
capability to preemptively identify 
potential threats before they materialize 
further underscores its significance as an 
invaluable tool in countering terrorism 
and cybercrime. Therefore, it is essential 
to approach its use cautiously and ensure 
proper measures are in place to reap 
AI’s benefits while providing nations 
with safety and security.

However, there are also potential 
risks associated with increased reliance 
on AI in national security. One 
significant concern arises from the 
potential for malicious actors to hack or 
manipulate AI systems, thereby leading 
to the dissemination of  sensitive national 
security information. Moreover, the 
growing dependence on AI could result in job losses in the national security sector, 
as nation-states could rely on AI systems to perform many tasks previously handled 
by humans. Therefore, it is crucial to ensure responsible and ethical AI use and to 
strike a balance between using AI as assistance rather than replacement.

Another risk involves the emergence of  “killer robots” or Lethal Autonomous 
Weapons Systems (LAWS), AI-powered weapons capable of  identifying and attacking 
targets without human intervention (Khan, Imam & Azam 2021; Elliott 2019). The 
creation of  these weapons gives rise to ethical issues, sparking continuous discussions 
regarding their acceptability. This moral dilemma necessitates international discourse 
and collaboration (U.S. White House Office 2022, 2023). The advancement of  
automated systems, exemplified by Lethal Automated Weapons Systems, can 
potentially eradicate human errors from warfare, including issues like battle fatigue 
or post-traumatic stress disorder (PTSD). This assumption stems from the belief  

AI holds the potential to 
revolutionize national security 
operations, facilitating 
rapid decision-making 
and mitigating the risk of  
human error. Recognizing the 
potential influence of  biases 
on decisions and outcomes 
and effectively managing 
these biases to achieve 
impartial and equitable 
results remain crucial.
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that machines are less prone to errors. Nonetheless, heavy reliance on automated 
systems can lead to automation bias, a tendency to believe that these systems are 
flawless. Hence, it is essential to appreciate the influence of  human psychology 
during weapons testing and certification processes.

As we progress toward an increasingly AI-driven world, it becomes imperative 
to contemplate AI’s role in the future of  national security. While AI holds the promise 
of  enhancing national security endeavors, it also introduces potential risks, including 
errors, discrimination, and privacy concerns. Consequently, striking a balance 
between AI’s advantages and risks, while ensuring its responsible application in 
national security, emerges as a pivotal concern. Vigilance remains essential, and the 
ongoing exploration of  strategies to address AI biases and promote its responsible 
use in national security is crucial. Both individuals and organizations bear the 
responsibility to advocate for the responsible utilization of  AI and to champion the 
development of  ethical and impartial AI systems for the benefit of  society. 
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